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Abstract—AI is being increasingly used in health care. Most 
concerns are about possible biases of such AI systems and 
possible ways to counter these biases are being discussed. 
However, bias is rather a symptom of a much larger issue and 
introducing counter bias threatens to render things worse. The 
proposed EU AI regulation is taking the right regulatory 
approach but has a much too broad definition of AI. 
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I. INTRODUCTION 
Currently the most used AI technique is Deep Learning. 

Deep Learning is a type of Machine Learning. It is different 
from conventional computing where a program implements an 
algorithm to solve a problem. Deep Learning is based on 
artificial neural nets. These show several interesting and 
several problematic properties. It is important to understand 
these characteristics to recognize what is behind, for example, 
TESLA’s autopilot failures or bias in AI systems. When using 
these AI systems, people must be aware of these limitations 
and only use this technology in a way in which the effects of 
these inherent problems can be tolerated. This paper will also 
address how the proposed EU regulation tries to address these 
problems. 

II. MACHINE LEARNING 
Machine Learning is part of AI and is essentially the 

automated detection of patterns in data [1]. These patterns can 
then be used to simulate intelligent decision-making in 
examples that were not present in the training dataset. While 
storing data only reproduces the original data, learning can 
abstract from or interpolate training data, and can even work 
with partly contradicting or incomplete training datasets. 
Machine Learning is neither programmed nor does it 
implement explicit rules. It simply detects some patterns in the 
data without questioning their origin nor whether they can be 
generalized as rules. 

III. DEEP LEARNING 
Deep Learning is one among many different machine 

learning techniques. It uses artificial neural networks. This is 
a system design inspired by the way the biological nervous 
systems and the brain work and is part of soft computing 
techniques. These techniques deal with partial truth, 
uncertainty, and approximation to solve complex problems 
[2]. There are a variety of architectures of the artificial neural 
network and a variety of ways to train it. However, training an 
artificial neural network always requires a large dataset of 
training data, a random initial state and an optimization 
algorithm that modifies the weights in the network with each 
training cycle. 

Artificial Neural Nets were studied as early as in 1948 by 
von Neumann [3]. He compared what he knew at that time 
about the human brain with the type of computers of that time 
that were built from vacuum tubes. From his reasoning about 
the human brain, he designed an artificial neural net that 
would work differently to conventional computers, be resilient 
to errors and would not need any programming. However, due 

to lack of computing power at this time, his approach was not 
widely used for a long time. 

IV. SIMILARITY TO THE HUMAN BRAIN 
Most times people do not learn by rules or logic but by 

examples and by feedback. We can abstract from examples 
without even consciously knowing the resulting ruleset. Being 
subconsciously trained with many examples, we can 
recognize patterns in incomplete data or even inconsistent 
datasets. Doctors and lawyers are often confronted with 
incomplete datasets. Their experience helps them to still arrive 
at a good diagnosis or a legal analysis. Just by looking at a 
case, experts have a feeling about the right solution. This type 
of speedy analysis when only incomplete data is available can 
be very useful. For example, it might have been useful in the 
past to detect a threat and run away before complete data is 
available for a thorough analysis. 

However, this intuitive experience-based system also has 
its failures. First, we do not know how well the brain 
interpolates our knowledge for unknown situations. A little 
child that has never seen a cow, but only dogs might call the 
first cow she sees a dog. The little child might also call it a 
horse. There is some probability to both or some other 
alternative, but we simply do not know what will happen. 

Second the brain might mistake some correlation as a rule. 
A person that has always seen male CEOs accompanied by 
female secretaries will automatically deduct that the female he 
encounters at a business meeting is the secretary and not the 
CEO. 

Humans also have the possibility to consciously deal with 
knowledge. When confronted with the CEO and the secretary, 
they know that their experience might lead them to false 
assumptions and counteract their otherwise existing gender 
stereotypes. Doctors and lawyers undergo long training 
sessions where they learn legal and medical analysis which 
questions their intuitive result. The analysis either confirms or 
refutes their first assumption. 

Interestingly, mainly in the 1980s but also later, different 
types of AI systems called expert systems were designed. They 
were not self-learning but required very skilled knowledge 
experts. These knowledge experts interviewed domain experts 
about their knowledge, broke it into very small logical pieces 
and an inference engine used these knowledge pieces to 
answer questions. These expert systems were the exact 
opposite of current artificial neural nets. At every point they 
adhered to clearly stated rules. Nothing was a black box. An 
example is a heart failure monitoring system[4]. However, 
these systems can only cope with very specific situations and 
are challenged by complex realities. Much of the knowledge 
of domain experts was not conscious knowledge and when 
confronted with the real world, rules tended to become overly 
complex, still not accurate enough and difficult to maintain. 

V. SYSTEMATIC STRENGTHS AND FAILURES OF DEEP 
LEARNING 

One strength of Deep Learning is the ability to “learn” 
from incomplete and even inconsistent datasets. Instead of 
requiring knowledge engineers, who try to find out why 



human experts decide the way they do, Deep Learning can 
learn directly from data. While expert systems would break if 
their ruleset contained a single contradiction, Deep Learning 
can be trained fairly well with bad data. It needs neither any 
domain knowledge nor rules. 

The training of Deep Learning system varies. It basically 
consists of a random initial state of the network, a set of 
training data and a set of validation data. Starting from the 
random state, the system is trained using the training data. 
Trained means that the network processes the input data of the 
training data and then the resulting output is compared with 
the desired output to calculate the error. The difference is 
propagated back to the individual neurons and the weights of 
the connections between the neurons are modified so that the 
error be reduced. 

After a while the error cannot be lowered any more. The 
validation dataset is then fed into the network. If the error is 
sufficiently low, the trained network is selected, if the error is 
too high, a new initial state is taken and trained with the same 
data. 

Many factors can influence the quality of the training 
result: these include the number of neurons, the topology and 
connectivity of the network, the training algorithm, the 
learning speed, the random initial state of the neural network, 
etc. 

When the validation dataset produces good enough results, 
a final test dataset is often used to verify the resulting system. 
Every test dataset only evaluates the system’s performance for 
a very limited set of data points. Deep Learning is based on 
the hope that the network has generalized well the datasets it 
saw during the training phase. Since many possible systems 
might have been validated with the validation dataset, a good 
result might be accidental. Therefore, the final test is not 
performed with the validation dataset, but with a different test 
dataset that has not been used before. 

This procedure results in several weaknesses of a trained 
Deep Learning system: 

• We can only hope that the system will handle cases 
outside the datasets used in the training reasonably 
well, since we performed some tests. However, we 
cannot guarantee any minimal quality. The risk of 
failure in areas with little or no training data is higher, 
but even in areas with many data points, completely 
wrong results are possible. 

• We can almost be sure that the system will mistake 
some false correlations as rules. This is the main cause 
for bias or perceived discrimination of Deep Learning 
systems. 

• Due to the initial random state, every training session 
run with the same data will result in a different system. 

• The system is a black box. We could analyze the 
system to find out what the system’s learned rules are. 
Often, the result is quite complex and full of disturbing 
noise. Analyzing the original training data should give 
far better results and might allow a conventional, rules-
based system to be built. 

• In some situations, parts of the training data might be 
reconstructed from the trained network. This is a 

serious problem if, for example, personal health data is 
used for the training. 

• Finetuning the input values to the system can be used 
to manipulate the system [5]. Due to the characteristics 
of Deep Learning, there are many input values that lead 
to false results. Finding those that are close to a given 
input value can help to arbitrarily manipulate these 
systems. This is also called hacking of Deep Learning 
systems. 

• The training dataset has an influence on the training 
result. A biased training set might lead to a biased 
trained system. However, a perfect training set will 
also lead to a biased trained system due to it picking up 
false correlations. There is a big influence of the 
training dataset on the quality of the trained system. 
However, due to the error tolerance of the training 
procedure, a small bias in the training data should not 
be the main source of bias in the trained system. 

• Training datasets could include special values that act 
as invisible backdoors in the trained system. 

VI. APPLICATION OF DEEP LEARNING IN THE HEALTH SECTOR 
Given all these disadvantages, should Deep Learning be 

used at all in the health sector? Let’s look at an example: X-
ray diagnosis. 

X-ray images are used to detect pneumonia [6], COVID19 
[7] or lung cancer [8], for example. Deep Learning has also 
been tested to detect breast cancer in mammograms [9]. The 
authors of these papers report good performances of these 
systems. An area of great concern is bias in the training, 
validation and test datasets. Seyyed-Kalantari et al evaluated 
bias in trained systems [10]. They trained neural nets with 
annotated X-ray images. They discovered that while the 
overall quality was satisfactory, the quality seemed to vary 
depending on the respective population (age, sex, “race” and 
insurance status). The researchers discovered that the group 
with social disparities had the least favorable results. The 
difference in quality might be explained by two groups of 
reasons: 

a) The system has a different recognition quality for 
different population groups. 

b) The test data has a different amount of wrongly 
classified images depending on the population group. 

Regarding option a) it seems rather unlikely that a system 
can detect the skin color or insurance status of a person by 
analyzing an X-ray. However, Banerjee et all [11] claim that 
they successfully trained a Deep Learning system to detect the 
skin color of a person by analyzing one of their X-ray images. 
This work has not been peer-reviewed yet. The issue with 
Deep Learning is that it is impossible to determine whether a 
system can identify the skin color or some other undetected 
property that happens to be correlated in the test set. Even if 
the direct recognition can be excluded, specific conditions 
might occur with different frequencies in different population 
groups. For example, the diagnosis of X-rays of obese people 
is more difficult and error-prone than of normal-weight people 
[12]. If one population group has a different percentage of 
obese people, the average diagnosis quality of this group will 
be lower. It can be questioned whether this would constitute a 
bias in the system. When task difficulty is not equal, the results 
will not be equal either. 



While correct X-ray diagnoses of X-rays from obese 
patients are more difficult for humans and probably also for 
artificial neural nets, other deficiencies could be due to 
insufficient training data. If cases backed by insufficient 
training data occur more frequently in some population 
groups, these population groups seem to receive a lower 
quality of automated diagnoses. 

Some errors in the test dataset might be more present in 
the test cases of one population group. Errors in test datasets 
indicate errors where the system is offering correct results. If 
these errors are distributed differently in different population 
groups, it will indicate a bias that does not exist (option b). 

Finally, since the training of a neural net is not a 
deterministic process, errors are always introduced randomly. 
If retraining the system multiple times shows the same bias, 
the random initial state can be excluded as an explanation of 
the bias. 

Regarding option b) wrongly classified test data will lead 
to a consistent bias in the test result but does not correspond 
to a real bias of the system. Seyyed-Kalantari et al fail to even 
consider that their detected bias is a bias in their testing. 

VII. POSSIBLE REMEDIES 
While a bias in the task difficulty can hardly be remedied 

and a bias in the quality of the test dataset does not have an 
impact on the system quality, it makes perfect sense to 
consider that even relatively rare conditions are included with 
a sufficient number of training images. Several techniques are 
discussed to reduce bias [13]. However, those techniques have 
a high probability to render things worse. 

One example is post processing to counter some gender 
bias that has been detected. A voluntary counter bias is added 
to the result [14]. Adding counter bias will result in treating 
identical cases differently based on factors like race or sex. 
The perceived bias that should be countered depends on the 
test dataset. Test datasets are biased as are training datasets. 
Even worse, test datasets can be tuned to use training artefacts 
of a neural net to indicate any amount of bias, without looking 
suspicious. Therefore, counter bias does not remove bias but 
adds additional (but different) bias to a system based on a 
measurement that is itself exposed to obvious and hidden bias. 

Currently, this is often prohibited without consent by 
Art. 9 GDPR in the EU but UK plans to change UK-GDPR to 
allow bias correction [15]. This has a high risk to result in 
direct discrimination based on protected attributes and raises 
serious human rights issues. Concerning the analysis of X-
rays, adding post processing counter bias to decrease the 
quality of cancer detection for people outside protected 
population groups is fortunately not an option proposed. 

VIII. PRACTICAL APPLICATION OF THESE SYSTEMS 
There are three reasons for using these systems: 

• They provide better quality diagnosis. 

• They can provide diagnosis of a larger population 
more frequently since medical personnel is a limited 
resource. 

• They are cheaper. 

There is a high potential that the use of such systems will 
have a positive health impact. However, there is also a risk 

that these systems will be merely used for cost reduction even 
when the quality does not reach the quality of a human doctor. 

IX. RISKS 
While a lot of public attention focuses on the risk of bias 

towards specific population groups, bias is neither the only nor 
the biggest risk involved. The biggest risk is the 
unpredictability of the trained systems. We do not know 
whether a good test result will replicate in practical use of a 
system. Some small modification of the images presented 
might already lead to completely different results. This has 
been extensively shown for image recognition [16]. Self-
driving cars are having accidents because of recognition errors 
[17]. This creates a high risk when a system is used for early 
detection of illnesses without parallel medical supervision. 
Therefore, it is important to accompany any use of these 
systems with constant supervision by medical experts who can 
review a substantial percentage of cases to discover any 
anomalies at a very early stage. Testing a Deep Learning 
system does not provide enough certainty since it is not known 
which deviation from the test dataset might lead to erroneous 
results. 

X. REGULATORY APPROACH 
The European Union discusses a new regulation on AI 

[18]. It takes a risk-based approach and categorizes 
applications into three different risk categories: 

• Unacceptable risk 

• High risk 

• Low or minimal risk 

While applications that create an unacceptable risk shall 
be prohibited, high risk applications shall be heavily 
regulated. High-risk applications include applications that are 
already governed by safety regulation like medical devices. 
High-risk applications also include: 

• Biometric identification 

• Management of critical infrastructure 

• Education and vocational training 

• Employment 

• Access to essential public and private services 

• Law enforcement 

• Migration, asylum and border management 

• Justice and democratic processes. 

 The proposed regulation mandates for high-risk 
applications: 

a) Risk management throughout the entire life cycle 
(Art. 9) 

b) Training, testing and validation data governance (Art. 
10) 

c) Technical documentation (Art. 11) 

d) Record keeping (Art. 12) 

e) Transparency and information of users (Art. 13) 

f) Human oversight (Art. 14) 



g) Accuracy, robustness and cybersecurity (Art. 15). 

It is yet to be seen whether Deep Learning systems will be 
able to fulfill all requirements for high-risk systems, 
particularly regarding transparency and sufficient reliability. 
Human oversight is one of the central requirements. 

The proposed regulation is limited to AI. However, the 
definition of AI in appendix I is so broad that it virtually 
includes all existing hard- and software. Only some articles 
provide exceptions, e.g., Art. 10 applies only to systems that 
are trained. Therefore, a simple X-ray system that allows a 
patient’s name to be queried might be subject to the same 
regulation as a sophisticated Deep Learning system. 

XI. CONCLUSION 
While public attention focuses on bias and discrimination, 

the risks of applying AI (Deep Learning) in the health sector 
are far broader. The slightest modification of input data might 
lead to a complete malfunction of a system. Constant 
supervision is mandatory. 
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