
Vol.:(0123456789)1 3

AI and Ethics (2022) 2:771–787 
https://doi.org/10.1007/s43681-022-00138-8

ORIGINAL RESEARCH

AI bias: exploring discriminatory algorithmic decision‑making models 
and the application of possible machine‑centric solutions adapted 
from the pharmaceutical industry

Lorenzo Belenguer1 

Received: 28 August 2021 / Accepted: 11 January 2022 / Published online: 10 February 2022 
© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2022

Abstract
A new and unorthodox approach to deal with discriminatory bias in Artificial Intelligence is needed. As it is explored in 
detail, the current literature is a dichotomy with studies originating from the contrasting fields of study of either philosophy 
and sociology or data science and programming. It is suggested that there is a need instead for an integration of both academic 
approaches, and needs to be machine-centric rather than human-centric applied with a deep understanding of societal and 
individual prejudices. This article is a novel approach developed into a framework of action: a bias impact assessment to 
raise awareness of bias and why, a clear set of methodologies as shown in a table comparing with the four stages of pharma-
ceutical trials, and a summary flowchart. Finally, this study concludes the need for a transnational independent body with 
enough power to guarantee the implementation of those solutions.
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1 Introduction

This essay explores the highly pertinent topic of bias within 
artificial intelligence (AI). Attempting to move understand-
ing beyond the existing philosophical debates, this study 
bases itself within the emerging field of Applied Ethics. In 
recent years, researchers in this discipline have highlighted 
and created debate around potential issues surrounding AI 
such as regarding data privacy or discriminatory outcomes. 
They have also been instrumental in devising novel solutions 
to such dilemmas, creating ethical frameworks intended to 
enhance the rapidly evolving technology-based solutions 
present in every corner of modern life.

Existing literature analysing AI bias tend to originate from 
one of two, very separate, academic spheres. On one side, 
the theories are formed from a philosophical or sociological 
perspective, which study problems either existing or expected 
in the future. Whilst useful in creating debate, these tend to 
present either no solutions at all or overly simplified single 
solutions [13, 15, 19, 29, 32, 35, 56, 60, 64, 89, 96, 104]. 

On the other hand, it is the approach by data scientists and 
programmers that characterise AI biases as bugs implying 
that it is just a technical issue like security that needs to be 
fixed [Tramer et al. 2016, 53, 54]. We need a combination of 
both approaches within a clear framework of action (Fig. 1).

This essay seeks to identify whether an approach, com-
bining these two dominant academic fields of study may 
create a more successful solution in reducing AI bias. How 
can abstract ideas, such as fairness or social justice, be trans-
lated into applicable ethical frameworks? Then, into coding 
understandable by a machine? This study will analyse the 
value of a set of tools, focussed on solving bias, adapted 
or inspired by the policies of the pharmaceutical compa-
nies.1 Such industries have a long history of developing risk-
assessment methodologies, on a stage-by-stage basis, facing 
the known and the unknown. The pharmaceutical industry 
also has a long history of Applied Ethics,2 which will be 
explored. In addition, they have adopted an independent 
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regulatory body (US FDA, UK MHRA or EU MDA)—a 
necessity that keeps coming up in many AI Ethics discus-
sions [36].

A case will be created highlighting the discrimination 
issue in algorithmic decision-making using two case stud-
ies which clearly show the presence of well-documented 
biases (based on race and gender) with the application of 
a suggested model to conduct a bias impact assessment. In 
the subsequent sections, the problems associated with data 
collection will be introduced, suggesting three possible tools 
(four-stage implementation, boxing method and a more prac-
tical application of the protected groups’ concept). Finally, 
the study will explore the potential of an independent regula-
tory body with enough power to guarantee implementation 
and what this could mean for the future of AI.

Finally, to reiterate the need for machine-centric solu-
tions, as Computer and Information Science professors 
Kearns and Roth [49, p. 21] note:

“Of course, the first challenge in asking an algorithm 
to be fair or private is agreeing on what those words 
should mean in the first place—and not in the way a 
lawyer or philosopher might describe them, but in so 
precise a manner that they can be “explained” to a 
machine”.

2  Definition of artificial intelligence, 
machine learning, algorithms and AI bias

Artificial Intelligence is a central theme of this study and as 
such it is first important to clarify what this means. Norvig 
and Russell, the authors of Artificial Intelligence: A Modern 
Approach, considered one of the seminal textbooks on AI, 
provide a comprehensive definition of AI [72, p. viii]:

“The main unifying theme is the idea of an intelligent 
agent. We define AI as the study of agents that receive 
percepts from the environment and perform actions. 
[...] We explain the role of learning as extending the 
reach of the designer into unknown environments”.

As this definition suggests, the main concept of AI is of 
an intelligent agent that develops the capacity of independ-
ent reasoning. To achieve that goal, and through specific 
actions, the non-human agent needs to collect information, 
find ways to process that data, and benefit from the act of 
learning to reach further than the role of its designer into 
unknown environments.

To achieve those results, some of the most successful 
approaches that machines use are Machine Learning models, 
or ML, which consist of training and data. ML is an attempt 

Fig. 1  This is a summary flowchart of a framework of action that I 
suggest in this article. All definitions and actions will be further 
explained in the next sections. Actions in phase I, phase II, and phase 
III can be conducted in a different order according to individual needs 

except the final test. As the technologies evolve, some actions might 
need to be expanded or added. AI bias framework of action (sum-
mary). Lorenzo Belenguer
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to mimic one of the ways humans learn. For example, if an 
adult wants to explain a sports car to a child, it can compare 
it with a standard car to develop an understanding on an 
already built system of knowledge by the child. A common 
example is to provide the machine with labelled photos of 
cats and dogs, and afterwards show unlabelled photos of 
both of these animals so the machine develops a system of 
reasoning to differentiate which is which. This is an exam-
ple of supervised learning, which is one of the three main 
approaches explained below [3].

Machine-learning models can have the capacity to evolve, 
develop and adapt their production in accordance with train-
ing information streams [3]. The models can share their 
newly acquired expertise with other machines using tech-
niques as part of what it is called model deployment. As 
Opeyemi [66] defines: “Model deployment […] refers to the 
arrangement and interactions of software components within 
a system to achieve a predefined goal”.

Influenced by the categorisations proffered by Murphy 
[57] and Alpaydin [3], machine learning can be divided into 
three main approaches:

1. Supervised learning: when the data given to the model 
are labelled. For example, image identification between 
dogs and cats with the images labelled accordingly.

2. Unsupervised learning: when the machine is given raw 
unlabelled data and tries to find patterns or commonali-
ties. An example could be data mining on the internet 
when the algorithm looks for trends or any other form 
of useful information.

3. Reinforcement learning: when the machine is set loose 
in an environment and only occasionally receives feed-
back on the outcomes in the form of punishment or 
reward. For example, in the case of a machine playing a 
game like chess.

Deep learning is a subset of ML that uses artificial neural 
networks (or ANNs) as the backbone of their model with a 
minimum of three layers of depth to process the informa-
tion [40]. ANNs can be compared with how the brain cells 
form different associational networks to process information. 
ANNs can be very powerful as they have the capability to be 
flexible and find new routes in the neural networks to better 
process data—similar to the human brain (Fig. 2).

The word algorithm and its study come from a Persian 
mathematician from the ninth century called al-Khwarizmi 
(the term derives from his name) [58]. At its basis, an algo-
rithm is a set of instructions or rules that will attempt to 
solve a problem.

AI Bias is when the output of a machine-learning model 
can lead to the discrimination against specific groups or 
individuals. These tend to be groups that have been his-
torically discriminated against and marginalised based on 

gender, social class, sexual orientation or race, but not in all 
cases. This could be because of prejudiced assumptions in 
the process of developing the model, or non-representative, 
inaccurate or simply wrong training data. It is important to 
highlight that bias means a deviation from the standard and 
does not necessarily lead to discrimination [38, p. 1]. For 
example, it can show differences in statistical patterns in 
the data collected like the different average height between 
human adults in relation to gender.

Bias in data can show in many different ways which can 
lead to discrimination. This a non-comprehensive list that 
shows some of the most common type of bias that needs to 
be dealt with [54] and Suresh et al. [81]:

1. Historical bias. Historical bias is the type of bias that 
already exists in society and the collection of data 
reflects that.

2. Representation bias. Representation bias happens from 
how we define and sample from a population. For exam-
ple, a lack geographical diversity in datasets like Ima-
geNet (a large visual database designed for use in visual 
object recognition software research such as facial rec-
ognition) is an example for this type of bias [81]. This 
demonstrates a better representation of the pale skin 
population in the Western countries.

3. Measurement bias. Measurement bias happens from how 
we choose, analyse, and measure a particular feature. 
An example of this type of bias was demonstrated in the 
recidivism risk prediction tool COMPAS, which is one 
of the two cases studies evaluated in the article.

4. Evaluation bias. Evaluation bias happens during model 
evaluation. It includes the use of either disproportionate 
or inappropriate benchmarks for evaluation of applica-
tions. These benchmarks can be used in the evaluation 
of facial recognition systems that were biased towards 
skin colour and gender [23, 60].

Fig. 2  This is a simplified diagram of where they fit in AI. Inspired 
by [40, p. 9]
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5. Simpson’s paradox. Simpson’s paradox [14] can bias 
the analysis of heterogeneous data that consists of sub-
groups or individuals with different behavioural pat-
terns. According to Simpson’s paradox, a trend, associa-
tion, or characteristic observed in underlying subgroups 
may be quite different from one subgroup to another.

6. Sampling bias. Sampling bias arises when the sampling 
of subgroups is non-randomised. It means that the trends 
estimated for one population may not be extrapolated to 
data collected from a new population.

7. Content production bias. Content Production bias occurs 
from structural, lexical, semantic, and syntactic differ-
ences in the contents generated by users according to age 
and gender groups among other characteristics [63].

8. Algorithmic bias. Algorithmic bias is when the bias is 
not actually in the input data and is created by the algo-
rithm [71].

This article, as it is common in AI ethics literature, will 
concentrate on the problematic cases in which the outcome 
of bias may lead to discrimination by AI-based automated 
decision-making environments and an awareness of the dif-
ferent types can be helpful.

3  Algorithmic decision‑making 
that discriminates and the problem 
with data

Algorithms rely on data, and their outcomes tend to be as 
good as the data provided and labelled and the way the math-
ematical formulations are devised. Even in an unsupervised 
ML model working with raw data, the machine might find 
discriminatory societal patterns and replicate them. The 
computer can be used as a proxy for a human, relinquishing 
them of any moral responsibility [60].

Humans can be biased as it is the way society is con-
structed and maintained by a minority elite at the top of the 
hierarchy. This elite constantly develops strategies, either 
consciously or unconsciously, to prevent others from access-
ing their privileges [17]—and the elaboration of prejudices 
is one of them.3 As Noble [60, p. 14] explains in her influ-
ential book: “Part of the challenge of understanding algo-
rithmic oppression is to understand that mathematical for-
mulations to drive automated decisions are made by human 
beings”. The machines incorporate those prejudices, becom-
ing a proxy of humans and delegating responsibility.

The process of data mining,4 one of the ways algorithms 
collect and analyse data [88], can already be discriminatory 
as a start, because it decides which data are of value, which 
is of no value and its weight—how valuable it is. The deci-
sion process tends to rely on previous data, its outcomes and 
the initial weight given by the programmer. One example 
can be when the word woman was penalised, by being given 
a negative or a lower weight, on a CV selection process 
based on the data of an industry traditionally dominated by 
men like the tech industry [79, 82]. The outcome ended dis-
criminating women in the selection process [33].

Some ML models, like supervised learning, learn by 
examining previous cases and understanding how data are 
labelled, which is called training. Training data that are 
biased can lead to discriminatory ML models. It can hap-
pen in two ways [84]:

1. A set of prejudicial examples from which the model 
learns or in the case of under-represented groups which 
receives an incorrect or unfair valuation.

2. The training data are non-existent or incomplete.

While there are many reasons for incomplete or biased 
data, two are particularly relevant: historical human biases 
and incomplete or unrepresentative data [51]. Societies, as 
described by Bonilla-Silva [17], are structured by an elite at 
the high end of the hierarchy, controlling power and the top 
stages in the decision-making processes (e.g. judges, senior 
civil servants and politicians), whose biases have the ability 
to be adopted as a standard across society which then lead 
to historical human biases.5 The second reason, incomplete 
or unrepresentative data, is a consequence of the first. Some 
data from specific groups’ databases can be either non-exist-
ent or simply incorrect, as was initially the case with female 
car drivers who were a minority. When the first safety belts 
and airbags for cars were designed, they suited tall males 
(the average engineer). Any other humans with other physi-
cal characteristics, especially shorter stature, were not con-
sidered, ending in a higher fatality rate in a car crash [18].

The quality of the collected data will influence the quality 
of the algorithmic decisions. If the data are biased with one 
example being prejudicial bias—racial bias being a well-
documented case [2, 23], the outcome will likely follow suit 
unless appropriate controls are put in place. There must be 
an evaluation of the quality and response accordingly before 
applying the algorithm. There is always a trade-off between 
accuracy, fairness and privacy that needs to be taken into 

3 Prejudices and abuse of power occur in all directions and among 
members of the same social class. However, I am more interested in 
elite discrimination from the top to the bottom of the social scale as 
it affects bigger sectors of the population and the monopoly of the 
implementation of discriminatory ML models on a larger scale.

4 The ethical issues of Web Data Mining are well explored in this 
paper Van Wel et al. [88].
5 Not that it is that simple or the only reason. However, it is an 
important factor.
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account as Corbett-Davies et al. [31] examined in their study. 
For example, how much data, and private data, we need to 
gather to detect bias in cases when the data are sensitive, like 
cancer patients receiving the right health insurance product.

3.1  What a bias impact assessment is and how to 
develop one

The bias impact assessment can be very helpful in clearly 
identifying the main stakeholders, their interests and their 
position of power when blocking or allowing necessary 
changes and the short- and long-term impacts. The concept 
fairness through awareness was introduced by Dwork et al. 
[35], and it states that if we wish to mitigate or remove bias 
in an algorithmic model, the first step is to be aware of the 
biases and why they occur. The bias impact assessment does 
that and hence its relevance.

The assessment can also provide a better understanding of 
complex social and historical contexts as well as supporting 
a practical and ethical framework for spotting possible bias. 
It can then help with how to mitigate them in the assessment 
of automated decision AI systems and facilitates accountabil-
ity. Qualitative and quantitative measures could be given for 
a range of categories determined by the ethical framework, 
which would include: bias, privacy, security, psychological 
well-being, among other ethical concerns. Reisman et al. [70, 
pp. 5–6] demonstrate the necessity of algorithmic impact 
assessment in AI as standard practice: “Impact assessments 
are nothing new. We have seen them implemented in scien-
tific and policy domains as wide-ranging as environmental 
protection, human rights, data protection, and privacy […] 
scientific and policy experts have been developing on the 
topic of algorithmic accountability” (also see [25]).

For the two case studies, the bias impact assessment 
will be conducted within two frameworks: the analysis by 
the experienced scholar on AI Ethics Dr Sarah Spieker-
mann,6 Ethical IT innovation: A value-based system design 
approach (2015), and the K7 conditions from the white 
paper on trustworthy AI published by the High-Level Expert 
Group on AI of the EU [45]. However, Spiekermann’s model 
will be the primary focus, and the K7 conditions from the 
EU white paper will play a secondary role. The main reason 
is that Spiekermann’s model follows clear steps in identify-
ing key elements such as stakeholders, benefits and harms 
while being complemented by the four value approach from 
the High-Level Expert EU paper.

Summaries of the key steps taken are as follows:
The first step, called value discovery, consists of naming 

the stakeholders affected, how those benefits or harms map 
to values.

The second step called value conceptualisation is the 
process of breaking down harms and benefits into their con-
stituent parts.

The third step, empirical value investigation, is when we 
differentiate the stakeholders’ views and priorities.

The fourth and final step, the technical value investiga-
tion, is how to increase the benefits and minimise or elimi-
nate harm.

However, the model will be simplified by reducing the 
first three steps into naming the stakeholders, their benefits, 
harms, priorities and interests. It will not develop into the 
fourth step as I will be presenting some solutions in the fol-
lowing sections. The key concepts will be further explained 
while carrying on the case studies as it is the easiest way to 
understand them. However, as the concept of values can be 
quite abstract, it is helpful to provide a list of four values, 
which facilitates a robust analysis to detect bias, from the EU 
white paper on Trustworthy AI, 2019 p. 147:

1. Respect for human autonomy. AI systems should not 
unjustifiably subordinate, coerce, deceive, manipu-
late, condition or herd humans. Instead, they should be 
designed to augment, complement and empower human 
cognitive, social and cultural skills.

2. Prevention of harm. AI systems should neither cause nor 
exacerbate harm or otherwise adversely affect human 
beings. This entails the protection of human dignity as 
well as mental and physical integrity.

3. Fairness. The development, deployment and use of AI 
systems must be fair. The substantive dimension implies 
a commitment to ensuring equal and just distribution 
of benefits and costs, and ensuring that individuals and 
groups are free from unfair bias, discrimination and stig-
matisation.

4. Explicability. This means that processes need to be 
transparent, the capabilities and purpose of AI systems 
openly communicated, and decisions—to the extent 
possible—explainable to those directly and indirectly 
affected.

3.2  Algorithmic decision‑making that discriminates 
based on race

Correctional Offender Management Profiling for Alterna-
tive Sanction, known as COMPAS, is a predictive ML 

6 Dr Spiekermann is a co-chair of IEEE’s first standardisation effort 
on ethical engineering (IEEE P7000). She has been published in lead-
ing IS and CS Journals including the Journal of Information Technol-
ogy, the IEEE Transactions on Software Engineering, Communica-
tions of the ACM, and the European Journal of IS, where she served 
as Editor until 2013 (obtained from IEEE, Institute of Electrical and 
Electronics Engineers, website).

7 As this article focuses on bias AI, I will prioritise the values that 
affect bias.
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model designed to provide US courts with defendants 
recidivism risks scores that oscillate between 0 and 10. It 
predicts how likely the defendant is to re-offend by per-
petrating a violent crime, taking into account up to 137 
variables [61] such as gender and age and criminal his-
tory, with a specific weight given to each. COMPAS is a 
risk-assessment tool that aids the operations of criminal 
justice organisations and is an extension of other judicial 
information systems [2]. For example, an individual who 
scores 8 has twice the re-offending rate of those who have 
4. Defendants waiting for a trial with a high-risk score 
are more likely to be imprisoned while waiting for trial 
than those with low risks, so the consequences of a wrong 
assessment can be dire. Someone can be wrongly impris-
oned while awaiting trial who would not re-offend while 
a more dangerous individual more likely to offend would 
be let free (Fig. 3).

Northpointe, renamed Equivant, the company that created 
COMPAS, claimed that they do not use race as one of the 
factors. However, a study of defendants in Broward County, 
Florida, showed that black individuals are much more likely 
to be classified as high risk [2]. The same paper indicates 
that black people who did not re-offend were twice as likely 
to be classified as high risk compared to a white person as 
the risk score assessment in Fig. 4 indicates.

The first step in the model for a bias impact assessment is 
called value discovery:

1. Judges, police officers and other members of staff in the 
Justice and Police department—they benefit by impris-
oning individuals who are likely to re-offend and freeing 
individuals who are not likely to re-offend to keep costs 
down and effectively invest resources.

2. Defendants—they would expect a fair trial, being treated 
with dignity, access to a competent lawyer and assis-
tance with rebuilding their lives.

3. Prison institutions in the US—private prison facilities, 
including non-secure community corrections centres 
and home confinement, held 15% of the federal prison 
population on December 31, 2017 [21, p. 16]. Their 
business model operates on the basis of more prison-

ers, more profit [24]. The private sector has an incentive 
to encourage incarcerating as many people from lower 
class backgrounds with restricted access to lawyers who 
are less likely to legally challenge unfair treatment. The 
public sector, operating state prisons, seems to be will-
ing to maintain the status quo by the figures provided in 
point 5.

4. Society as a whole—it needs to feel safe by keeping seri-
ous offenders in prison while facilitating re-integration 
of non-violent offenders.

5. Minorities, especially from the Black community, seem 
to be the victims of racial injustice. According to the 
World Prison Brief [100], the US has one of the highest 
incarceration rates in the world. In 2018, the figure was 
23.4% of the total population. Black adults make up 33% 
of US prison population while just making 12% of the 
US adult population [102].

The second step is called value conceptualisation:
There seems to be an imbalance of power between a privi-

leged white population that holds a majority of high-ranking 
positions in the Justice and Police departments, which could 
favour institutionalised racism over the black population,8 as 
figures seem to demonstrate in the case of the black popula-
tion being over-represented in the prison population [22]. 
The elite have the benefit of reinforcing privileges, and the 

Human

1
Human

2
Fig. 3  (Human 1/black male) left, prior offence: 1 resisting arrest 
without violence, given a high risk assessment of 10. Subse-
quent offences: none. (Human 2/white male) right, prior offence: 
1 attempted burglary, given a low risk assessment of 3. Subsequent 
offences: 3 drug possessions. COMPAS. Source Angwin et al. [2]

Fig. 4  These charts show that scores for white defendants tended 
toward lower-risk categories. Scores for black defendants did not. 
Source: ProPublica analysis of data from Broward County, Florida. 
Angwin et al. [2]

8 To simplify and more data available, I have not mentioned the 
Latinx community and other communities that also endure discrimi-
nation based on race.
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rest of the population have limited access to progress to 
well-paid jobs and colleges [8]. There is a tension between 
fairness, one of the key values, and the tendency to main-
tain the status quo, which might be based on generational 
held prejudices against other groups, according to Bell [8]. 
It seems to contradict two of the main aims of applying Jus-
tice: prevention of harm and respect for human autonomy. 
Incarceration needs to be executed as a last resort. Finally, 
this model does not fully explain how it calculated those risk 
scores, so explicability seems non-existent [2].

The third step is empirical value investigation:
I have made an initial distinction between professionals 

in the Justice, Prisons and Police institutions and individuals 
who commit offences at various levels. However, according 
to the statistics, it is evident that it is a socio-economic issue 
in which race plays a big part. Prisons and police enforce-
ment seems to be a tool to perpetuate classism and maintain 
a rigid social structure, of which racism is a by-product [17, 
22].

The ML model COMPAS collects historical data from 
previous discriminatory court sentences and enhances those 
prejudices, with the added characteristic of being a proxy of 
a human and delegating moral responsibility.

3.3  Algorithmic decision‑making that discriminates 
based on gender

In 2014, Amazon started to use an algorithm to select the top 
five CVs from one hundred applicants. The model ended in 
penalising the word woman and favouring male applicants. 
Although it was removed as soon as the bias was detected, 
and the company states that it was never in use, it is a good 
illustration of gender discriminatory outcomes as the case 
study will demonstrate [33, 91].

It is a problematic finding because Amazon has a long 
history in the use of algorithmic decision-making, as users 
have long been recommended products based on previous 
searches and purchases [52]. AI has been at the heart of their 
business for years and they are hence assumed to be at the 
forefront of such technologies.

Initially, it was a great idea to receive a selection of the 
top five applicants saving time and energy in a process that 
could be automated. The algorithm applied the patterns in 
selecting individuals from the last 10 years, and it simply 
replicated that. Indeed, tech companies have one of the larg-
est gender disparities in all industries. Female programmers 
in IT constitute only 19.8% of the total workforce [79, p. 5], 
and make up only a quarter of employees in the technology 
industry [82], p. 1]. Following those patterns, Amazon’s sys-
tem learns how to reinforce those normalised discriminatory 
outcomes. One strategy was very straightforward by penalis-
ing the word woman. Any CV that contained this word or 
any others denoting the female gender of the applicant, like 

attending a women’s college, for example, downgraded the 
score, according to people familiar with the project [33, 91].

There were some attempts to ameliorate the problem, 
but the issue of gender discrimination was deep-rooted. 
The term woman and other words with similar connotations 
were not taken into account to facilitate neutrality. How-
ever, there was no guarantee of other discriminatory issues 
not coming out. The system was already based on a rather 
biased database. It proved challenging to remove bias and 
guarantee equal opportunities, so Amazon decided to scrap 
it altogether [33].

Although Amazon said it was never implemented, it did 
not confirm that recruiters had no access to the machine’s 
recommendations. Thus consciously, or unconsciously, 
affecting the selection process.

The first step in the model for a bias impact assessment is 
called value discovery:

1. CEO and top managerial positions—it is in their benefit 
to recruit the best people and not to be reported as a 
gender-biased company. After all, around 50% of the 
population are women, and it is not a good idea to upset 
such a significant percentage of the market.

2. HR department—although they are expected to recruit 
the best candidate, a tool that can do your job easier is 
tempting. If rather than scanning 100 CVs, the officer 
only needs to go through five, this is an attractive option 
despite not garnering the most desirable results.

3. The rest of the staff—if the team is predominantly male, 
some members might wish to keep it like that. There is a 
tendency in a male-dominated industry for some mem-
bers of the staff to be apprehensive of a more gender-
balanced working group [5, 75]. This may lead to HR 
being encouraged to continue in one direction that suits 
them.

4. The candidates—a well-suited candidate would feel 
dispirited by not having an interview opportunity just 
because of belonging to the wrong gender. Other candi-
dates might appreciate it, although they might be una-
ware of the process being discriminatory. Many candi-
dates would not like to work for a company with such 
discriminatory practices.

The second step is called value conceptualisation:
In this specific example, the disadvantaged group are 

the women,9 as they are blocked or impeded from access-
ing those jobs and limiting respect for human auton-
omy (financial independence). In addition, there is no 

9 Many other groups might have been treated unfairly, such as Latino 
or black males, but I will concentrate on gender discrimination in this 
case study.
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prevention of harm (self-esteem/self-value), if women 
apply for those positions and it stops their career devel-
opment. Thirdly, a lack of fairness, if a candidate match-
ing those requisites is not selected for a job interview 
because of their being the wrong gender. Finally, there is 
no explicability of why two candidates with the same char-
acteristics, except gender, are not invited to the interview. 
There is a tension between a team that needs to display 
the diversity of talent in a contemporary society and the 
tendency to maintain the status quo in an industry histori-
cally dominated by men. A less diverse source of ideas 
and backgrounds might result in poorer creativity and 
overall innovation in producing new products. A diverse 
team benefits the company in the sense that all voices are 
represented and their needs tailored [59].

The third step is empirical value investigation:
The tech industry is male dominated, comprising almost 

75% of the workforce [79, 82]. Some of the male workers 
would prefer business as usual.10 They might be prejudiced 
against women and prefer the perpetuation of those values, 
making some women feel unwelcome in tech companies. 
Wajcman [92] argues in her book of the perceived mascu-
linity of technology. Other male workers, and the rest of the 
female workers, would prefer a more gender-balanced com-
pany where everybody feels welcome and the management 
board reflects that gender diversity [59, 101].

Both case studies conclude with the necessity of applying 
a bias impact assessment to raise awareness of any bias and 
its possible reasons before being implemented as demon-
strated by Dwork et al. [35]—and its urgency. The New York 
University professor Onuoha [65] uses the term algorithmic 
violence in her concerns to capture the “ways an algorithm 
or automated decision-making system inflicts [violence] by 
preventing people from meeting their basic needs”, such as 
a fair trial or job selection.

4  Possible machine‑centric solutions 
adapted from or inspired 
by the pharmaceutical industry

The pharmaceutical industry has a long history in applied Eth-
ics and risk-assessment methodologies in a multidisciplinary 
field, which is advantageous in finding ethical solutions.11 It 

also has a variety of collecting and contrasting data strategies 
like randomised control trials, which can help improve bias 
impact assessments by unearthing unexpected outcomes. In 
addition, they conduct their trials on different age, gender and 
other characteristics groups at different stages and compare 
results. This process helps to develop a standard methodol-
ogy to maximise benefits and remove, or minimise, harm. A 
further result is achieving effective methods to measure those 
outcomes. Examples of a standardised set of core outcome 
measures can be the development of the design of machines 
focussed on measuring patients’ health status by analysing 
blood tests. In the case of AI, as is demonstrated later, it can 
be ML models created just for the purpose of measuring (bias 
in those examples) such as FairTest (Fig. 5) or AI Fairness 
360. All those methodologies are regulated by an independ-
ent body such as the US FDA or UK MHRA. The central aim 
is to understand what can be learned from pharmaceutical 
companies which can be applied to machine-learning models. 
The AI industry is similar to the pharmaceutical industry in its 
multidisciplinary environment, its need for diverse voices and 
expertise, and the pivotal role that applied Ethics has played in 
its development. As Santoro [74, p. 1] explains: “Perhaps no 
business engages the worlds of science, medicine, economics, 
health, human rights, government, and social welfare as much 
as the pharmaceutical industry”.

Pharmaceutical companies were not expected to conduct 
trials to demonstrate the safety and accuracy of their medical 
products until 1962. That year, the US Congress passed the 
Kefauver-Harris Amendments to the Food, Drug and Cos-
metics act of 1938, and Europe followed suit soon afterwards 
[74, p. 12]. The AI industry seems to enjoy a similar path 
of unregulated growth followed, hopefully, by regulations, 
better awareness in the industry and by the mainstream mar-
ket—although it is vying to achieve this in a shorter period. 
That does not mean that there are no public safety issues 
like the anti-inflammatory drug Vioxx produced by Merck, 
which was linked to heart attacks and strokes in long-term 
use and withdrawn from the market in 2004 [10, 74, p. 13]. 
However, side effects are usually noticed and recorded with 
the assistance of surveillance and monitoring systems like 
Pharmacovigilance in phase IV (Hauben et al. 2009), and 
there is a regulatory procedure to act upon it. Unfortunately, 
these safety measures do not seem to exist in the AI industry.

The four possible solutions adapted from the pharma-
ceutical industry that I am going to discuss in this article 
are boxing methods (as adapted from the four stages imple-
mentation), blind testing (inspired by testing on different 
groups), a better application of the protected groups’ concept 
(as vulnerable groups), and a regulatory body (such as the 
US FDA or UK HMRA) where I will try to make a case for 
one at a transnational level. This combination of approaches 
and methodologies can result in a robust analysis and imple-
mentation of solutions in one applicable set (Table 1).

11 Pharmaceutical companies’ business model is based on profit, but 
there are regulatory procedures to minimise harm, remove products 
when proven harmful and compensate the victims which do not exist 
in the AI industry.

10 Whitehouse et al. [97] draws on survey data to examine horizontal 
and vertical gender segregation within IT employment in Australia. 
Not all data can be extrapolated to other countries and cultures, and it 
may be outdated. However, tech culture is global and it is an example 
of blocking women in IT jobs due to the masculinity of technology 
[92].
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When we discuss the importance of regulating AI and the 
new technologies, another recurrent argument is that it might 
delay innovation, become costly and would harm consum-
ers. The same argument was used when new chemicals were 
invented. They ended up harming the environment and the 
surrounding population, at a great cost cleaning up the mess 
and compensating the victims, which could have been avoided 
by implementing safety measures. For example, DuPont, a 
highly respected company that produced the popular material 
Teflon used in cooking tools, caused environmental damage 
that ended up costing the company around a billion dollars 
[78, p. 1]. Not doing the right thing can end up harming a 
business. The welfare of humans, other living creatures, and 
the environment needs to be prioritised over any possible 
unchecked innovation. On the other hand, regulation does not 
have to affect innovation, for example, when pharmaceutical 
companies developed a COVID-19 vaccine utilising a cutting-
edge technology, mRNA, in a record time (Kim 2020).

4.1  A more effective way to apply the protected 
groups’ concept

As with the concept of vulnerable groups in the pharmaceu-
tical industry testing process, we all have an idea of what 
might constitute a protected group. Protected Groups are 
defined by the Equality Act 2010 as: “a group of persons 
defined by reference to a particular characteristic against 
which it is illegal to discriminate”. There are nine protected 
characteristics identified: age, disability, sex, marriage and 
civil partnerships, pregnancy and maternity, race, religion 
and belief, sexual orientation and gender reassignment (The 
National Archives).

Moreover, there was a hope that ML models would 
remove those prejudices as machines executed the process, 
but the two case studies demonstrate that the opposite is true. 
The data used in training is intrinsically biased, as society 
is, and it tends to simply replicate human behaviour—one 
of the core aims of Artificial Intelligence.

Fig. 5  FairTest architecture. a Grey boxes denote FairTest compo-
nents. Rounded boxes denote specific mechanisms. White rounded 
boxes denote extensibility points; transparent rounded boxes denote 
core, generic mechanisms. b FairTest’s basic algorithm, realising the 
UA framework methodology. S, X, E denote protected, context, and 

explanatory attributes, respectively; O denotes the output quantity 
of interest [86, p. 10] (The reader, like me, is not expected to fully 
understand the complexities of an algorithmic model. The main rea-
son is to have an overview of the process and its different steps.)

Table 1  A comparison of the four stages between both industries

Pharmaceutical industry AI industry

Phase I Determining the safety
of the product

Testing in a closed virtual environment, checking the quality of data, detecting bias (FairTest/AIF360)

Phase II Testing its effectiveness Testing in a secure open environment (FairTest/AIF360)
Phase III Comparing its effective-

ness with the standard 
treatment available

Bias impact assessment (checking four values: respect for human autonomy, prevention of harm, fair-
ness, and explicability). In addition, protected groups and other individuals who might be affected

Phase IV Monitoring any risks and 
benefits once the product 
is in the market

Ready to be used an open environment, close monitoring four values, feedback from affected groups, 
compensating scheme when harm caused to individuals
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A more effective use of this concept is tested by Wang 
et al. [94] in their paper when introducing the idea of noisy 
protected groups. By “noisy protected groups”, the authors 
mean when data are corrupted, missing or unreliable due 
to social pressures. The participants may be withholding or 
providing false information to avoid retribution. For exam-
ple, in a conservative society, a gay person might claim to 
be heterosexual to avoid homophobic attacks, so the data 
collected is unreliable. In those cases, the protected groups’ 
data are unreliable, leading to an unreliable outcome. As 
they identify issues in the abstract, p. 1: “Many existing 
fairness criteria for machine learning involve equalizing 
some metric across protected groups such as race or gender. 
However, practitioners trying to audit or enforce such group-
based criteria can easily face the problem of noisy or biased 
protected group information”.

4.2  Boxing methods

Today, clinical trials are the norm. The drugs are tested on 
humans only after they have undergone laboratory testing. 
This takes the form of a series of successive clinical trials 
known as phase I, phase II, phase III, and phase IV trials. 
The access to the drugs is limited, boxed in, and opened up 
as it progresses through the different stages until being fully 
available in the market. Each phase of a clinical trial has a 
distinct objective. Phase I trials are conducted to determine 
the safety of the product, phase II trials test whether the 
drug is effective, phase III trials will compare its effective-
ness with the standard treatment available, and phase IV 
trials monitor any risks and benefits once the product is in 
the market. As Sedgwick [77, p. 1] assures: “Drugs under 
development that are found to be unsafe or ineffective will 
not progress through all four phases”. No medicine would be 
allowed to reach the market without a risk and safety report 
and seal of approval from the regulatory body and monitor-
ing systems for a follow-up.

The benefit of AI is that most trials can be conducted in 
a virtual setting protecting the population from harm [53]. 
There does not appear to be any reasons why tech compa-
nies cannot conduct their businesses in a similar manner to 
mitigate bias. This standard procedure seems effective and 
easy-to-conduct to minimise harm, and better knowledge 
is acquired on possible side effects and effective doses in a 
clear, standardised manner (stages I, II, III and IV).

This process, which is standard procedure in the phar-
maceutical companies, can be a great model to follow 
before rolling out any model that uses algorithmic deci-
sion-making techniques. The first benefit is the necessity 
of applied Ethics in the AI industry moral sphere, which 
still seems to be devoid of a moral compass. This process 
should be obligatory by legislation to incorporate ethics at 
the heart of designing any ML model as is commonplace in 

the pharmaceutical industry. Second, it provides an ethical 
framework with a clear set of instructions for programmers 
and data scientists to follow. Third, and finally, it facilitates 
a better understanding of the known effects and expected 
and unexpected outcomes that would be unearthed with the 
testing of the product. Some of the solutions have already 
been explained in the previous chapters and the rest will be 
developed in the final ones.

This is a simplified model focussed on bias which needs 
to be extended to other issues such as data privacy. Some 
of the concepts in this table will be explained in the next 
sections.

It makes sense to start Phase I from a virtual environ-
ment, where the algorithm can interact in total freedom. 
It is a good first step to assess any bias, malfunctions or 
adverse effects while access is ring-fenced. It is similar to 
the sandbox concept of testing in programming but much 
more complex as there are more variables in real life with 
the assistance of FairTest which will be explained later. For 
the same reason AI technologies are constantly improving, 
the same can be said of virtual environments used for testing 
purposes (see McDuff [53] as an example). An industry can 
be developed to provide those services.

As with any digital environment at this early stage, it 
needs to be inaccessible to external agents. The computer 
needs to be connected by cable to servers. In addition, 
the machine kept to a bare minimum of programming to 
avoid any pollution from unnecessary programming, bugs 
and possible undetected malware. However, it would need 
to be exposed at a later stage to what would be a typical 
environment in the outside world. Initially, it needs to be 
isolated and blocked from accessing outside information. 
Bostrom [19, p. 131] and Chalmers [29] develops a simi-
lar strategy, although not intentionally to mitigate bias, it 
can apply to achieve this goal too. As ML systems evolve 
into more sophisticated and autonomous agents, this initial 
testing would need to become a compulsory and more thor-
ough process. We already have so much data available in 
digital format that it should be reasonably easy to simulate 
simplified, but effective, replicas of the world virtually and 
any variation or alternative space to conduct the initial test. 
In addition, it is imperative to avoid data that has not been 
tested thoroughly (as is explained in Sects. 3 and 4.3), to 
avoid any unknown bias. Part of the testing process would 
be to differentiate the essential dataset to train the ML model 
and filter out the less relevant or unnecessary data. It would 
limit abuse in the extraction of data. Once a standard set of 
safety measures is passed, then it is ready for the next step.

In the second stage, the ML model would need to interact 
with the real world, albeit in a limited capacity. It would 
consist of interactions with humans still in a physically or 
digitally isolated or limited environment. If it takes place 
in a digitally enclosed environment, a limited number of 
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devices can be connected either wirelessly or if it is a very 
sensitive project only by cable. Trained testers will try to 
find bias using different methods like blind testing, which 
will be further explained later, or the way data are used in 
the training model. It is the stage when historically biased 
data can be detected and addressed accordingly. A report 
can be produced on inaccuracies, inconsistencies and other 
indicators of bias in the system [53]. It is perhaps the most 
critical stage as the next one is a rollout to the general 
population. For example, in 2015, it was found that Google 
image misidentified black persons as gorillas [41] or the two 
cases explained before where discriminatory outcomes were 
affected by race and gender, which should have been identi-
fied in the early stages prior to being launched to the market.

The bias impact assessment will be conducted in the third 
stage; as per the details in the previous section. Special rel-
evance needs to be given to check the four values: respect for 
human autonomy, prevention of harm, fairness, and explica-
bility. Finally, a clear identification of all the stakeholders, 
their interests and the tensions when those interests are not 
being met. It is the stage that an awareness of bias and why 
should be identified.

Once the concerns of the second and third testing stage 
are addressed, the system is ready for a general application 
on the whole or part, of the population—the fourth stage. 
The report will indicate bias in the system that might need 
to be attentively watched. A straightforward feedback tool 
needs to be in place to swiftly solve bias when detected by its 
users. Hopefully, those discriminatory bias can be detected 
at an earlier stage.12 Finally, a compensating scheme, when 
harm caused to individuals, needs to be included to encour-
age compliance as it is the case in the pharmaceutical com-
panies (Fleming [39] makes a good case for compensation 
plans in his paper).

4.3  Blind testing

Pharmaceutical companies test their products on different 
groups based on gender, ethnicity and age, amongst other 
factors, to unearth unexpected side effects that might not 
affect other groups of the population [77]. The main inten-
tion, at this stage, is to detect different outcomes from differ-
ent groups and determine whether there is a fair reasoning 
behind this or whether the outcome is discriminatory, as 
seen in the COMPAS case study.

If we assess a mortgage application, all individuals with 
the same salaries, identical credit records, and other fac-
tors needed to evaluate the application should receive the 

same rate. Gender or race should not be a reason for being 
downgraded or upgraded (Bartlett 2019). When the outcome 
differs, a clear and unprejudiced reason needs to be made 
available.

This process facilitates identifying where the bias occurs, 
whether gender or race-related, or for any other reason. Once 
identified, it is much easier to correct the bias, perhaps by 
treating it as a protected group and giving it a particular 
weight. One example could be the COMPAS ML model used 
as a case study. This process of blind testing would unearth 
a disparity in outcomes related to race. Once this problem 
has been detected, the protected group, the black male pop-
ulation, can be identified and start adjusting the weights, 
full awareness of the disparities and a sensitive approach to 
reduce bias.

Many published papers have sought to examine and tackle 
this issue by testing the algorithm. For example, [86], pro-
vide the FairTest, a tool designed to test the ML model, 
assisting developers in checking data-driven applications to 
detect unfairness in outcomes. It is designed to investigate 
associations between application outcomes (such as prices or 
premiums) and sensitive user attributes (such as race or gen-
der). Once detected, it provides debugging capabilities that 
help programmers solve the detected unfair effects. Tramer 
et al. [86, pp. 1 and 2] describe their Test themselves and its 
use as: “We report on the use of FairTest to investigate and 
in some cases address disparate impact, offensive labelling, 
and uneven rates of algorithmic error in four data-driven 
applications”.

Tech companies that implement algorithms need to be 
accountable for any form of unfair treatment and act upon 
any discrimination as soon as it is spotted as it is often dis-
cussed in the AI Ethics fields [32, 60, 104]. This is the same 
treatment as when pharmaceutical companies discover a 
harmful side effect on any of their products (Fleming [39], 
Phase IV). There are clear guidelines for what to do next, 
such as removing the product from the market until proven 
safe for human consumption.

A concept of great interest to be introduced at this stage 
is Unwarranted Associations, UA, as it can be helpful to 
identify unfair associations when labelling data which might 
lead to bias. It is included in their FairTest toolkit under the 
UA framework [86]. In the same paper, p. 6, they define 
an unwarranted association as: “Any statistically significant 
association, in a semantically meaningful user subpopula-
tion, between a protected attribute and an algorithmic out-
put, where the association has no accompanying explanatory 
factor”. Explanatory factors are the reasons that contribute 
to the outcome and could explain differences in results. For 
example, an algorithmic model that produces the patterns 
to make safety vests and one protected group, women, are 
found to receive an average smaller size. An explanatory 
factor would be that women tend to be physically smaller 

12 Although there are many other factors that need to be checked, like 
data privacy. In this article, I concentrate on bias. The main reason is 
to be able to introduce possible applicable solutions in a deeper man-
ner.
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than men. In this case, a group receives a different outcome, 
and the reason can be fully explained and is considered fair. 
On the other hand, this opens up the possibility for ill-use. 
For example, Google images were tagging images of black 
people with offensive, racist and incorrect remarks, on 
some occasions as gorillas [23]. As there is no satisfactory 
explanatory factor, then it is an example of an unwarranted 
association.

The first stage in the blind testing process offers addi-
tional safeguarding techniques: the UA framework, the 
association-guided tree construction algorithm, the design, 
implementation, and a thorough evaluation with FairTest.

The UA framework is the primary tool to discover and 
analyse bias associated with the data used to train the algo-
rithm. As Tramer et al. [86] state on page 3: “Multiple primi-
tives and metrics with broad applicability, explanatory fac-
tors, and fine-grained testing over user subpopulations, with 
rigorous statistical assessments, even for multiple adaptively 
chosen experiments”. The first step has three key factors: 
testing, discovery, and error profiling identification which 
are part of the UA framework. A thorough examination of 
the labels to detect inconsistencies like when misidentify-
ing a black person with another specie—as was the case 
in Google images is required. The association-guided tree 
construction algorithm further investigates the findings in 
the first step. It introduces a visual presentation to facilitate 
the interpretation and identify which subsets are affected by 
algorithmic bias [86]. It is instrumental to quickly identify 
the bias and inconsistencies found in the UA framework. 
The design, implementation, and evaluation of FairTest is 
the stage when those findings are translated into valuable 
coding for the machine. The source code will be provided as 
indicated in the study on page 3. Another source code avail-
able is AI Fairness 360 (AIF360), provided in the study [9] 
released under an Apache v2.0 license. This is a comprehen-
sive package that includes a set of fairness metrics for data-
sets and models, including its explanations and algorithms to 
reduce bias. As they detailed in the paper: the initial AIF360 
Python package implements inputs from 8 published papers, 
over 71 bias detection metrics, and 9 bias mitigation algo-
rithms. It also includes an interactive Web experience.

This methodology can be very effective, especially in 
error profiling. For example, when Tramer et al. [86] tested 
FairTest to Healthcare Prediction, a winning approach from 
the Heritage Health Competition, they found out that there 
were errors when profiling some members of the elderly 
population, especially with some pre-existing health condi-
tions [86, p. 4]. The report gave clear instructions on the 
steps to remove bias. Elderly people with some pre-existing 
health conditions were discriminated against incorrectly, 
predicting more visits to the hospital, in some cases, and 
being charged a higher premium. In a healthcare system 
that invests less money in black patients than white patients, 

the ML model feeding on that data can conclude that black 
patients are healthier than equally sick white patients and 
reduce the budget accordingly [62]. This is another example 
of a discriminatory outcome where tools like FairTest can 
be of great help.

Does the ML model facilitate an equal society? Are the 
conditions of protected groups improved over the years of 
applying the model? All ML models affect those issues in 
one way or another, and the current business models do not 
address these concerns with no way to legally enforce them. 
The three main possible solutions explained in this and the 
previous sections need an independent body with enough 
power to implement those measures. A bias-free AI is not 
achievable without an institution with enough power to guar-
antee compliance with those guidelines [26, 37, 70].

4.4  An independent regulatory body 
as transnational as possible

An independent body, on a transnational level, is needed. Or 
at least some kind of international coordination including 
as many countries as possible, is desirable. However, by its 
device-based nature, AI is a transnational technology, and 
it needs solutions applicable beyond borders. If we have a 
Nagasaki and Hiroshima nuclear incident in the AI industry, 
it will not be limited to a specific geographical area. The 
majority of the global population has smartphones, and to a 
limited extent, computers, the damage could be extended to 
the whole planet. In addition, tech companies like Google or 
Facebook operate beyond borders and its implications when 
things go wrong are transnational [99].

The body needs to be as multidisciplinary as possible, 
drawing from a diversity of expertise and backgrounds. 
Stakeholders need to represent all sectors of society. In the 
expertise area, it needs to cover: data science, applied ethics, 
coding, digital law and human rights activism. In the back-
grounds area, it must be varied, especially on gender, race, 
sexual orientation and socio-economic class. Members of 
protected groups need to have a prominent role in guarantee-
ing fairness.13 Those two initial demands should be part of a 
standard mindset of values and expertise [73].

AI has become so ubiquitous globally and powerful in a 
non-transparent way that setting up an independent body is 
an urgent necessity. AI can save lives, for example, in the 
case of cancer detection technologies in medical imaging 
[12]. It can improve our quality of life as it has done so 
in the past. An example can be when Gmail introduced an 
algorithm to remove spam emails [11]—the same principle 
could be used to reduce fake news. The potential benefits are 
vast as they could be its setbacks.

13 Some may say that they need to have a more prominent role rather 
than just equal.
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Its nature can be disruptive and profoundly affect an indi-
vidual’s future. For example, in the case of an undeserved 
incarceration while waiting for trial. Although the judge has 
the final say, algorithmic recommendations affect an over-
worked official’s decision. The majority of the population 
does not have the expertise or awareness in relation to these 
types of harms. A regulatory body comprised of a diverse 
panel of experts can solve that problem (Fig. 6). Every time 
a new medicine is launched into the market, an independent 
body like the US FDA or the UK HMRA makes sure it is 
safe, or as safe as possible, and follows a clear set of guide-
lines [39, 43, 74, 77].14

The AI industry can strike a balance between innovation 
and regulation. There is no point in allowing an ML model 
to be deployed in an open environment if it harms people. 

Woolley et al. [99] provides case studies as examples such 
as: political bot intervention during pivotal events in Brazil 
or the origins of digital misinformation in Russia in which 
manipulation took place. As Reed [69, p. 2], Professor of 
Electronic Commerce Law at Queen Mary University of 
London, adds: “Good regulation would improve our percep-
tion of safety, and also our perception that humans remain in 
control. It could also mitigate any new risks that AI creates”. 
Finally, good regulation mitigates harm, and it is more cost-
effective than trying to cover the costs of damages and fines, 
as the previous example of DuPont shows.

An error in an ML model can easily affect several coun-
tries in the case of Amazon or Facebook. That is one of the 
main reasons for an international body, or at least, basic 
international guidelines. It could be called International 
Artificial Intelligence Organization (IAIO) as suggested 
by Erdelyi and Goldsmith [37, p. 5], as an intergovernmen-
tal organisation, and as they say: “to serve as an interna-
tional forum for discussion and engage in standard setting 
activities”.

Fig. 6  Sandler and Basl [73], p. 15

14 There are cases like the Boeing 737 MAX being in the market 
with faulty software and causing two fatal accidents. But that was 
caused by the lack of adequate monitoring of Boeing by the FAA, not 
by ineffective or inexistent regulation [44]. Commercial scheduled air 
travel remains among the safest modes of transportation (US National 
Safety Council 2019). Not perfect, but much better than unregulated.
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A safety net that guarantees fundamental human rights is 
paramount. From that standard level, other countries might 
follow suit by imposing stricter regulations. It is the same 
case when a pharmaceutical company wishes to launch a 
new product and seeks approval per country or association 
of countries. Those independent bodies have developed sim-
ilar guidelines. For example, a medicine approved by the 
FDA is very likely to be approved by other national bodies. 
The well-being of individuals can be improved on a global 
scale. Third world countries poor in resources can rely on 
the seal of approval from rich countries to allow a medicine 
to reach their market. In the general spirit of, ‘if it is good 
enough for you, it is good enough for me’.

Legally binding regulation needs to give the independent 
body enough power to follow up on their recommendations 
to lawmakers to act upon them, effective implementation, 
transparency in the process, and tools to enforce those rules. 
This needs political will and citizens awareness15 as well 
as a genuine intention by tech companies to change their 
business model. The independent body needs to be able to 
prosecute a breach once those recommendations become 
law and impose fines based on a percentage of the com-
pany’s turnover. The fine needs to be high enough to act 
as a deterrent. Moreover, the percentage needs to be calcu-
lated on the turnover, rather than profit or the amount of tax 
paid, as international companies devise complex accounting 
mechanisms to avoid paying much tax (as becoming more 
common in the EU and US, Bageri 2013). The combination 
of strategies explained above can be a robust set of tools to 
guarantee the development of a trustworthy AI that benefits 
all members of society.

The argument for a more advisory role, or soft law, has 
been practised for years with hardly any progress. The time 
has come for a legally binding framework, albeit with mech-
anisms for flexibility and fast response to unexpected out-
comes—either harmful or beneficial. Recommendations by 
advisory bodies tend to resort to vague language to accommo-
date all parties’ interests. It tends to lead to nothing, as Hagen-
dorff [42, p. 108] asserts: “In their AI Now 2017 Report, Kate 
Crawford and her team state that ethics and forms of soft gov-
ernance “face real challenges” [26, p. 5]. This is mainly due 
to the fact that ethics has no enforcement mechanisms reach-
ing beyond a voluntary and non-binding cooperation between 
ethicists and individuals working in research and industry”.

Finally, the benefits of transnational institutions can be 
demonstrated in the case of the European Union. Many laws 

and regulations have accelerated the fight for corruption, 
fiscal stability, accountability, Human Rights and fairness 
in members countries less willing to do so [47].

5  Conclusion

This article, in addition to analysing two discriminatory cases, 
has presented some possible solutions following, adapting, 
or being inspired by another industry with a long history of 
applying Ethics in its methodology to increase benefits and 
reduce, or remove, harm. As has been demonstrated, the 
pharmaceutical industries are far from perfect, but there are 
already expectations from consumers and governments which 
are not fulfilled yet by the AI industry and legally binding 
regulations when those expectations are not met. All these 
possible solutions are present, but are not collected as a frame-
work of action as this article intends, and there is no guarantee 
by an independent body with the power to enforce them.

Studies by [8, 55, 67], are potent illustrators of embedded 
bias in society and the difficulty of removing them which is 
reflected in the AI industry. As Crawford [32, pp. 117–118] 
warns us: “The reproduction of harmful ideas is particularly 
dangerous now that AI has moved from being an experimental 
discipline used only in laboratories to being tested at scale on 
millions of people”. We have now the technologies and aware-
ness to at least mitigate, aiming to remove, bias. When scholars 
look back at discovering previous threats to humankind like 
climate change due to man-made pollution, as early as the 80s 
[90], they realise that providing the evidence is insufficient 
to modifying behaviour by companies and governments and 
they surmise that more pro-active strategies are needed. Data 
ethics need to be the core principle in developing any model in 
AI if we want fairness in a society of free citizens all enjoying 
equal fundamental rights in an egalitarian economic system as 
Hoffmann [46, p. 1] argues.

There are many challenges ahead if we want AI to be fair 
and bias-free (for a more detailed list see [54]. First, the con-
cept of fairness and bias can mean different things for different 
people, it lacks uniformity although some basic principles, or 
values as previously described, can be agreed. Second, when 
the resources are shared, are we being equal? Equal in a sense 
that everybody is given the same level of resources, attention 
or receives the same outcome? If we concentrate on equity, 
are we distributing different amounts according to individual 
or group needs to achieve the same goal (protected groups 
such as people with disabilities). Equity and equality to miti-
gate bias might show conflicting results. Third, instances of 
unfairness in one group might not translate into another group, 
as it is in the previously explained Simpson’s Paradox. For 
example, long waiting lists for a cancer treatment is consid-
ered unfair in the general population, but does not affect those 
with a private health insurance. Finally, the technologies in AI 

15 It is the reason why I have been advocating about the benefits of 
Citizens' Assemblies on AI to keep members of the Society informed 
and engaged. It could give politicians the public mandate to act upon 
it. Tech companies control the flow of information in the digital 
sphere with sophisticated algorithms. It is reasonable to suspect that 
they might interfere with accessing information that questions the 
technological status quo.
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evolve so rapidly that new challenges and opportunities arise 
and additional methodologies might be needed such as with 
the adoption of quantum computing or 6G technologies. The 
time for action is now.
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